Using the Assessment Data for Accreditation and Strategic Planning
Suzanne Ortega:
So welcome to our session on Using the Assessment Data for Accreditation and Strategic Planning purposes. I am Suzanne Ortega. I'm the provost at the University of New Mexico, not to be confused with the University of Mexico, which frankly I don’t know where it is. But in any event, I think because our panel is full and because we have a discussion, I'm going to take this opportunity to introduce our presenters all up front, and I will let them simply stand up and come to the podium as their predecessor completes their talk.


Our first speaker is Charles Betsey, co-presenting or at least with Wayne Patterson answering questions. Charles and Wayne are from Howard University. Lawrence Martin will follow from Stony Brook, Dawn Terkla and Lauren Conoscenti from Tufts University, and last but not the least Lydia Snover from Massachusetts Institute of Technology, and Bruce Jacobs from Rochester will service our discussion. 

So without further ado, Charles, I think you're opening the presentations. 

Charles Betsey: 
Thank you, Suzanne. Good morning and thank you for inviting Wayne and me to be part of this NRC program today. I was saying to someone earlier that I had not realized that this was the culmination of the committee's activities with regard to assessing research doctoral programs. And so I think it's very fitting that we have the opportunity as potential consumers of these data to comment on how we plan to use them. 

Just a bit of background about Howard University; it was founded in 1867, and we are celebrating our 144th anniversary of the signing of the charter of the institution. President Andrew Johnson signed it March 2, 1867, and Howard is only one of two universities that have a congressional charter, and I will ask people in the audience to identify the other university that has such a charter. 


But anyway, the enrollment at Howard is between 10,000 and 11,000 students, about 3,400 graduate and professional students, 36 doctoral programs in the biomedical sciences, engineering, life sciences, social sciences, and physical sciences; and we produce about 80 doctorates per year. Of these 36 programs, 14 are in the NRC study. Some of our -- what we consider best of claim programs are not in the study in part because of the definition requirements for participation. 


So African studies, for example, is one of the area programs, I think it's in the NRC study. There are only 10 nationally; so it was not ranked. Social work is one of our outstanding programs, and so is our communication sciences and disorders program. And so when people are talking about reactions to the NRC study, one of the reactions that we have on campus is why aren’t we included in those results?

Howard is the only historically black college or university in the NRC study, and that's a distinction that we are both proud of but also wish that we had other HBCUs included. We've been talking about the vast amount of data that are available through the NRC study, and one of the things that we have done with Wayne's help and the help of some of our graduate students was to try to come to grips with how we use these data to inform the development of graduate programs and improvement of graduate programs at Howard. 

And actually, the publication of the study comes at a propitious time for us, in a sense that, we were just completing a board of trustees mandated strategic planning exercise at Howard that's called Academic Renewal. And so the data from this study wound up being presented at a time when we can use those data to look seriously at our programs and ways that they can be improved and assess their performance. 


There are three areas that we've talked about internally to consider for ways to use the data to assess where we are, and where we might go. One is defining peer groups for comparison, and I guess in these remarks mirror very much the comments that were made by early presenters particularly those from Michigan and Johns Hopkins; another is the consideration of important variables in the NRC study and how those can be used; a question about the interpretation of the range of rankings approach that's used in the study; and then finally we'll talk about the possibility of the NRC at least considering providing even more data that might be used. 


On these three areas, we have solicited input from faculty on identifying peer groups for their programs and also on these other issues as well. And we are really at the early stages of instituting that exercise. 


In terms of the peer groups, we have taken one look at the data for Howard overall in comparison with our middle states reaccreditation study define peer group. And we are looking now to have our program faculty, directors, and chairs define other peer groups so that we might have another crack at that. What are the appropriate ways to match our programs? What are the appropriate peer groups to use looking at the various disciplines? 

And again, we're just in the process now of collecting those data and assessing that. These are some alternatives in terms of how we might define our peer groups, as I said, by discipline; another is to look at comparable levels of NSF and NIH external support; another is to look at institutions that are supported by the National Science Foundation Alliance for graduate education and professoriate activity; and then the individual programs might come up with other ways to identify peer groups and use those as a method of comparison. 


Similarly to other presenters, we are also asking faculty to -- well, we're actually asking faculty to identify what they consider to be the important variables to consider. And hypothetically, of course, the percent of faculty with grants, percent interdisciplinary, the percentage of first year students with full support, percent completing within six years, time to degree for both full and part-time students, and percent of students that go on to have positions in academia are some of the variables that we think might be selected by the faculty that we might try to look at in terms of correlations and look at those correlations across programs. 


We've done some preliminary look at the chemistry programs that are in the NRC study. Howard has a chemistry program -- PhD program, and it's one of the 34 that are in the NRC study. When you look at the correlation between the variables for percent of faculty with grants and percent completing within six years, you see a fairly robust positive correlation, a little over .3, for those variables. 

When you look at the correlation between percent of faculty with grants and time to degree, you see a somewhat negative correlation between those variables at least in the chemistry program, and that's something that we can hypothesize about why that relationship exists and also talk about whether that such a finding is both significant, but also whether it indicates something that may vary across different programs. 


One of the issues that we have raised is the possibility that the NRC might consider providing even more data. If you look at the 5% of the programs that -- in these multiple runs you get the exclusion of the programs that are the bottom 5% and the top 5%, but because only those data points are presented, you could actually have a series of runs of these data that follow these two bars. And they actually have the same 5% cutoff and the same 95% cutoff. But as you can see, they have very, very different paths in terms of where the data come out in the interval. 

And so one of the questions that we'd like to pose is whether it's possible to provide other data that might help make some better assessment of what the ranges of rankings actually mean. We certainly appreciate the fact that Jerry Ostriker was making earlier that there is inherently noise in these data and any rankings should have some interval around them, but we think that the ranges as they exist now just really leave a lot of room for questions that we have programs actually wind up.

So with that, thank you. 

Lawrence Martin:
Good morning. My name is Lawrence Martin, from Stony Brook University. So good morning. My name is Lawrence Martin. I'm the Dean of Graduate School at Stony Brook University, and I'm also the founder of Academic Analytics. And since Charlotte asked me to talk about some of the data that my company, Academy Analytics, produces, let me state upfront that I have a considerable financial interest in the company.

Stony Brook is undertaking a strategic planning process under the leadership of Eric Kaler on the academic side and President Sam Stanley. And one of the things that the president and Eric had laid out was the goal for Stony Brook to become and, to be recognized as one of the top 20 public research universities in the nation. In thinking about this at the graduate program level, we decided that it would be useful for us to set as a standard that all of our graduate programs, all of our PhD programs should be ranked in the top 25 programs in the country or the top 25% if they were in large disciplines, and we define large disciplines as having more than 100.

The idea was that programs that were not currently at that level were not supporting our goals for the institution and should therefore be strengthened ideally by faculty recruitment or we should consider whether we should continue to be in that business. And we also wanted to identify our truly excellent programs with the idea that they should be equipped so as to succeed. 

This is a slide -- I'm going to use data from anthropology. I'm an anthropologist by training, and this is a slide that shows how I circumvented the NRC wish not to be able to produce exact rankings from the data. Eric would not allow me to use range midpoints, and I understand the statistical reason. But I think it also illustrates the discomfort we had when we, like everybody else, took the highest number, the S5 or the R5 or the RA5, and said we could conceivably be in the top 10. 


But as you look, 20 programs could conceivably be in the top 10, and there's not actually enough space in the top 10 for 20 programs. So that's a sort of slightly discomforting thing. On the other hand, if you rank order -- programs based on the highest possible rank they could have, you can then use that to produce a ranking and by splitting ties you get an absolute ranking. You can then do the same thing for the S95 data, and then you can look at the range midpoint of those two numbers and turn that into an overall ranking on the S variable. 


What's very interesting when you do this is the range -- when you look at the rank order based on the S5 or the S95, the gap between the two is often very, very small. So it's a very tightly constrained range of possibilities. So we've done that for the R variables, and the reason I think this is okay is that the inherent variability between the R and the S actually reflect differences of opinions about waiting scheme and the underlying data on changing.


So we can look at the rank based on R the rank, based on S, the rank based on research accomplishments, and then obviously you can look at the underlying data and look at the ranks based on publications for faculty citations, for publications, and so on. The problem with those, as one of the earliest speakers pointed out, is that you're making quite big distinctions on the basis of very small differences in numbers of citations at -- the difference between having .37 publications per person, .36 can lead to significant differences in ranks. 

What's interesting, as we all notice, is there's a very big difference between the R rankings and the S rankings. And Charlotte had said before, she likes the S1s better. As Cathy said, when you reorder things according to these kinds of variables, all of a sudden, all of the physical anthropology programs do much better, and I think frankly I didn’t realize for quite a long time that books had not actually been included in the lettered social sciences. 

I had thought they were going to be used in all of the lettered disciplines. And that really disadvantages the social and cultural anthropology programs, those like art history and archaeology, and so on. But you get a very consistent story when you start to combine these variables. If you look not at the actual numbers but at what the ranks are that are implied, you can see that they're quite tightly constrained. 


So having adopted this approach, I looked at the -- how Stony Brook programs compared with one another, and I said to Charlotte I wasn’t going to be able to publish this on the web with the names of the programs, but they’re too small to read so I'll blank them out in the final version of the paper. But the idea here is for the disciplines -- we're looking at which of the disciplines, those highlighted in yellow, based on the R rankings were either in the top 25 programs in the nation or in the top 25% for disciplines where they were more than 100 programs, and those are indicated in green. 

We then do the same for the S rankings, for the S rating scheme. We do the same for the RA scheme and gradually build up a sort of composite picture of which of the programs have indications that they can be judged to be at the level to which we aspire. We decided early on in the process that we would look for indicators of quality rather than looking for indicators of weakness, and Eric coined the term that programs that did not meet these criteria were “in need of further study” rather than necessarily categorized as being weak. 


We then also turn to data from Academic Analytics and did a number of things using the traditional weighting scheme that Academic Analytics has always used which is -- essentially was devised in the same way that the R weighting scheme were in this most recent study was done. We used the 1993 reputational assessment and did -- ran regressional analysis of the objective variables against that. And this came up with the weighting scheme which is just based on fact of the scholarly performance. The blue ones are the ones where percentile ranks were considered in addition to ranks.

We then also thought, Jerry and I chatted about this a few years ago, and he said, "You know, the thing that you're going to find most useful is you can steal all of our weighting information that we derive from the faculty and apply it to your data" So here they are, Jerry, applied to the Academic Analytics data. So this is what the faculty said the weight should be in the disciplines applied to -- we do this in a variety of ways, the data variables that Academic Analytics has in common with the NRC, the full range of data, the per capita data and the raw data. 

So when you put all this together, there are five different quality indicators of the programs. All of the ones in green are the ones that meet our standard of top 25 or top quartile. And then I categorized the programs on the left-hand side of the screen with -- if you're in all green, you're in the top most of the time, and then go down through orange, yellow, and red. And red are the ones that we're very concerned about because nothing seems to put them into the range of quality performance to which we aspire. 

So the question is before New York State's budget further collapsed, whether we could strengthen programs by reinvestment of the faculty? And now in a budget crisis mode, we need to think very seriously about should we continue to pour resources into some of our weekly programs? And perhaps more importantly, should we continue to recruit students into those programs until such time as they have been strengthened and raised to an adequate level?


In a spirit of “in need of further study,” I'm going to show you some data from Academic Analytics, again for anthropology at Stony Brook. And this is a view that is called the strengths and weaknesses view. These are rankings and percentile rankings based on each of 28 different objective variables of faculty scholarly performance, and I think it indicates why weighting schemes are so important. 

Base on one variable, we're number one in the country. Based on another variable, we're number 76 in the country out of 108 programs. So it really matters what you put into the system and how you weight them. One of the things Academic Analytics allows clients to do is to develop their own weighting schema and then to reexamine the discipline nationally using a set of considered weights. 


I'm going to show you three of these we call this the productivity radar or the AAU provost when they had this presentation. I call this the productivity flower, and the idea here is that you can look at relative performance in the different areas. So if the four petals of the flower in this case, this is not a book discipline so it represents grants, journal articles, citations, and honors and awards; and you can see that the way you measure activity really varies. 


Based on the NRC's measure of grant getting, this program would be in the top 10% nationally. But based on research dollars per faculty member, it's in the bottom 20% actually. So picking the metric to -- the appropriate metric to apply to the particular area of scholarly activity is critically important. And the degree to which the edges of these petals are ragged reflects the extent to which the selection of the particular metric to apply is going to have a critical outcome. 

You can see there's a -- the outside of the ring is the 100th percentile nationally for the discipline the best you can be, the dark ring in the middle is the 50th percentile nationally, and the center of the ring is sort of the zone of death where nothing is happening. 


This is another Stony Brook program unfortunately, and this is not one of our stronger ones. You can see on, you know, a handful of measures we’re in the top 20% nationally, but on most measures we're in the middle. This is a program that was ranked in the top 10 by the NRC in 1995. It was ranked -- my analysis of the objective data from the '95 study was ranked even higher than that. 

But now the level of faculty scholarly performance is not consistent with either its past reputation. And for those of you who can't read it, the only thing that is still strong is citations per publication. They're not publishing very much, but they still have this echo from some great work that was done a very long time ago. But this is a program that we knew was not going to fare particularly well in the current study, and had we had the resources and had we taken the right sense, we might have been able to shore it up before anybody else found out that it diminished in quality seriously. 

This one here is -- I show you this because this is just about the most jagged one we have. This is sociology, I'll tell you, but I wanted to put it on the slide. And this reflects the problem when you have book and journal disciplines mixed in together and you didn’t put the book's data in for these critical disciplines in the lettered social sciences. Depending how you measure activity, you get very different performance measures, and it's very difficult to tell a consistent story. 


What I see is the variance that's really inherent here is all of these are meaningful measures of faculty scholarly performance, but they're telling you very, very different things. And when you try to coalesce these together into a single index, as we are all prone to do, you tend to lose a lot of the true and real signal. Thank you. 

Dawn Terkla:
So Lauren and I are going to do a couple of very different things than other people have done. We're going to be a dynamic duo, and we're both going to speak to this. And I'm going to take a little different tact in terms of talking about what we did with the data. 

Twenty-three of Tufts' doctoral programs were assessed; and like many people, when the data was released in 2010, there was a flurry of activity on our campuses. And one of the first things we did was to make sure that appropriate individuals received the data and were briefed on what it meant. And a population that I haven’t heard mentioned, yet but probably people did bring into this, were public relations people. 

We actually spent some time educating them about what the results were and having them speak with the deans of the graduate programs about how Tufts' programs had changed in the time that the data had been collected. So if there were questions, they could speak to it accurately and informed. 

And then we spent a lot of time just like all of you getting into the weeds and trying to figure out what was going on. And then I was presented with two very unique opportunities. I was told I had five minutes at a November academic affairs committee of our board to brief the board members there about the NRC. Five minutes. And that board is a very diverse group of people like most of your academic affairs committees of your boards where we have university professors who were familiar with this and business persons or attorneys who had no idea what this was all about. 

Well, after that five-minute presentation, it was pretty clear that we needed to spend some more time with the board because they had lots and lots of questions. You can just imagine. And so we were then told we had 30 minutes at our February board meeting to explain it in greater detail and make sure that we left plenty of time to answer questions. 

So what Lauren is now going to speak to is what we put together for our academic affairs committee of our board of trustees to present to them in 30 minutes an overview of the NRC. And then we're going to spend some time talking to you about what kinds of questions the board raised to our senior administrators. 

Lauren Conoscenti:
So our challenge was to prepare some kind of graphical representation of the data so that the committee members could understand what we were talking about very quickly. 

So our particular graphical presentation allows the members of the committee and our graduate deans to not only examine the data more easily but to see how our programs fared compared to other institutions and to compare across the variety of programs that Tufts offered. 


So we came up with a bar graph, and I've created this fictional program to demonstrate how to read the figures. The height of the bar represents the total number of programs. So in this fictional metaphysics program we have 152 programs, and the size of the green bar that's typically in the middle but sometimes more towards the top and sometimes more towards the bottom represents the range of rankings. 


In this case, it's 47th to 72nd, and if the bar is closer to the top that means it's a better range of rankings. If it's closer to the bottom, it's a less good indicator of the program strength. And obviously, where that bar is placed indicates where it is relative to the other programs. So if there are only 72 programs, a 47 to 72 ranking range is not going to be viewed as well as if there are 152 programs. 


So that's how to read the figures. We presented our committee with these bar graphs of all of our different programs. This is a snapshot of our nutrition, humanities, and social science programs. It looks at the R and the S rankings. And as you can see, there are a couple of programs that did very well and programs that landed mostly in the middle. You could also see, as in the case with history, that the program rankings are somewhat disparate. 


We also prepared program profiles for each individual program. We showed this bar graph for all of the dimensional rankings in addition to the R and the S rankings. So we'd give them this set of five bars to show how they fared across all the different rankings. This is our history program again. So again, you can see how different areas we did varying degrees of strength in. 


And then for each set of rankings, we compared Tufts against other similarly ranked programs. So for each program, we presented other programs that were nearby it in this sort of a fashion, and we were able to get a sense of are we like other institutions that are near us? Are we similar to institutions that we aspire to be like? And then if our programs were not at the top of the rankings, we included which ones were.

The dean of the graduate school of arts and sciences also presented her own graphical representation of the data. She provided this bar graph with a select number of peer institutions. She didn’t take the ones that were closest to us. She just took the ones that we tend to compare ourselves to, and as you can see Tuft’s over at the right there. 


So this data obviously generated a lot of discussion, a lot of questions. The first is how have our programs changed from the 1995 rankings? How do we make comparisons? Are we better? Are we worse? This used a whole new statistical analysis, used different data. So how can we compare our programs over time? 


The second question raised by the data, how do we make sense of the R and the S rankings in cases where they're very different? So where we have one program where the ranking looks really good on the R and for the S ranking it looks really poor. So how do we make sense of programs where the rankings just don’t seem to overlap? How have we changed since data collection? So where applicable, we need to demonstrate how a program has changed. In the case of our engineering programs, we had a number of major changes that if we were to run the analysis with today's data would probably produce a very different set of results. So whenever we are approached with how have our data changed since that last collection, we need to know, we need to be on top of that.


We also have been asked when will the next NRC assessment be conducted? So maybe you can answer that for us. How will prospective students, faculty, and others use these data? Will they use it to their advantage? Will students who are interested in programs with a lot of diversity, will they use the diversity rankings to their advantage or will they just look at R and S rankings?

And how does the university use this data? We've used the information to help prioritize the order of our reviews. What do we do about programs that don’t rank highly? Do we devote funds to the programs or do we eliminate them as has been suggested? And in considering new programs, should we go with an interdisciplinary approach? These programs are going to be harder to categorized rank. That might be advantageous or it might be disadvantageous. 

We are currently reorganizing our data for the new president to aid strategic planning. This will incorporate information into our dashboard to help educate the board of trustees. 

Dawn Terkla:
Thank you. 
Lydia Snover:
So I'm going to talk about how MIT deployed the rankings, used the rankings, and are starting to incorporate the rankings in our program review that we do at MIT -- that we've been for quite a long time.


So MIT first we needed to -- even before the rankings came out, we knew that we needed to share -- figure out how to share this both internally, and we thought about how to talk about it externally. And you may wonder why, why do we care about rankings? I mean MIT is a pretty unique institution that's different than a lot of others. We don’t have the breadth of programs that other people use. But when we've done surveys of incoming graduate students, we find that the reputation of the program is by far the major reason why they chose MIT. 


So I think it's clear to all of us that rankings matter whether we approve of them or disapprove of them. US News matters. NRC matters. The faculty actually respects the National Research Council rankings because it's from the National Academy, so they put a lot of weight on those. So we knew we couldn’t ignore the rankings. 

And then the other thing is we had to prep presentations that focused on non-statistical users. Now, you may find this funny. I mean how many places have as many people that know advanced calculus as MIT that aren’t afraid of differential equations. But the fact of the matter is that I had a lot of faculty that understood immediately about the statistical methods that we use. They use bootstrapping techniques in their own research. 

But even in the physics department, we had one person that knew exactly what it was about, understood it, and we didn’t have to explain it. And another physics faculty member that couldn’t make heads or tails out of it. So I learned a lot about physics faculty in this discussion. 


So we developed this very simple diagram that we presented. Actually, this is a second diagram. Thank you, Charlotte, because we did the first one, and then you changed. So this is a diagram that we provided with every report we published in a faculty newsletter, and we presented to our senior officers. It's also up on the web if anybody needs to -- and I won't go through it, but most people were able to understand this.


So then when we had to explain the results of the rankings, we actually prepared a report for every program that was ranked. And these are some of the things that we were trying to explain, the source of the data. So you'll see here, we list the indicators. We have 20 indicators because -- you may not know this, but we don’t have a lot of humanities at MIT so we didn’t have to worry about the books. And we showed the source of it, the NRC is the data that you collected, that NRC collected. 


The only piece of data that came from the faculty survey had to do with the percent of faculty with grants. And then where it says IR, that's data that was submitted institutionally. When we submitted the data, we did it centrally. We learned from the last study. When we were preparing for this, our then provost, Bob Brown, said, "Well, let's look at what we did last time." Well, we didn’t know what we did last time because nobody knew who submitted the data, what data was submitted because it was all done at the departmental level. 

So at the last rankings, we came out very high in a program that we didn’t even know we had. So we thought we should probably do a better job. And also we wanted to reduce the burdens on the departments. So we pulled a lot of data centrally and provided it to the departments before the program questionnaires were done. And even for the faculty we provided, we looked up every graduate student they'd had, and we actually hired a student to find all of those students. Unfortunately, he didn’t use the data but still have it. But we only had like one person doing this so it wasn’t tens of thousands of people. We just have good systems at MIT. 


So what did the faculty -- the faculty cares a lot about this and so some of the questions that they have -- one was the source of the data which we showed. We verified -- when the rankings came back, we verified the data that you used was the data that we sent. And we also told them what we couldn’t verify. We couldn’t verify the data from the faculty survey, and we couldn’t verify the data that you collected. 


Here are some frequently questioned measures. Now, the GRE scores you might think are not question, but in MIT some of our programs do not require the GRE; so they don’t collect it; so we didn’t furnish it. And so the NRC used the average. Some of our faculty felt that that kind of disadvantaged us because they don’t see our students as average. The academic careers question which Charlotte has addressed, we've been working very hard on SED but we have a contrary bunch of doctoral students who don’t always fill it out because they're gone before they even graduate. 


And the per capital publications and citations, we looked at the data from Academic Analytics and did a comparison. So our faculty -- they felt -- in some departments it was good and in some it was much different. And also because in engineering especially, the method of publication -- dissemination of results has changed and relied more on conference proceedings. They felt that they were underrepresented in that. 

And the percent of faculty with research. This came from the faculty survey. And in some cases it was good, but in some cases it wasn’t. And then the alignment of NRC fields with MIT and the peer programs, especially the peer programs because we might show up in one field a program that we didn’t think was at all comparable is also in that field. So that was an issue. 

This is another table. We gave them a lot of tables. I don’t know. MIT guys are just -- they just like data quite a lot. So this is a table where we showed the 95th and the 5th for each of the different weights that are in the S and R program. And some of the questions were, were these institute specific or were they the same for every period? And in fact they were different. The weight that was used for the 95th might be different for MIT and Harvard in a particular program. And they also didn’t know how to interpret the negative weights especially when it came to diversity. 


This is another diagram that we -- now, you may notice I did one that did really well because I figured if I did one that didn’t do so well, I wouldn’t hear the end of it. So I had to do one when they were happy, and they were happy. This is biology cell and developmental. So here you see we do the range of the S and the R and then the range of the three-dimensional rankings. These are things that we provided to each of them. 

This is another representation of the comparison data in the same field. And this is all in my paper. Now, this is one way that we were able to -- we talked a lot about how do we show how people compare to others. And so what we did is we gave everybody credit for the best rank they had in the R or the S and the worst. So we essentially showed the difference; whereas, in the other when we showed both separately. This is when we thought we had to rank them in some way. And this is how we did it. So it also shows the range of the rankings, as well as, the -- and we ordered it essentially by the highest ranking. 

Now, this is a chart that many of the departments are using. We also produced one that was just MIT programs against each other. This is another way we did the R and the S rankings where the gray represents the total number of programs that were ranked, and then the range of MIT's S and the R for each of the programs. So that -- I mean Applied by Sciences may not look -- did as well as some of the others, but then when you see the number of programs were much higher. 


And this is another one where they said what was driving the rankings? What was driving what we were? So we constructed a Z score, and in fact color-coded it with red being bad and green being good, so to show -- and also how the relative ranks of the R and the S affected how the data was used. So we showed the MIT value, the field mean, the standard deviation, the Z score which we constructed, and then the weights for MIT for the 5th and 95th. These are all in the paper so you can pick it apart there. 


So to more understanding the difference between the S and the R was a question that we talked a lot about with the faculty. Some programs did better in the S, so they like the S. Others did better in the R. MIT tended to do better on the R because, as was noted, earlier we have large programs. So size in the R was a bigger factor and because we have larger programs, it was an advantage to us in the R rankings. 


They also talked about the role of peer review because especially there are some departments that were number one in US News, and not so number one here. And so they were questioning how they could be so different. And I tried to explain to them that data does different things than essentially peer review. But faculty do respect peer review, and we've discussed -- I've discussed this with a number of people, and they feel that there should be some fact, some element of peer review in any ranking. 

It doesn't have to be all of it. It can be a small amount of it, but they think there's a kind of an intangible thing because when you talk to the department chairs and you talk to just about any faculty member, they know their field, they know which programs they're good, they know -- and they don’t talk about it in the way this program produces more publications. They really talk about it in terms of which programs are making a difference in the research and the discipline? That's what they think about a lot, and that's a big issue for them. 

And then the other thing that made them question some of it was the absence sometimes of well-respected programs, programs that they knew in higher parts of the rankings or the presence of programs which they themselves did not feel were well in the top. So these were things that we discussed quite a lot. 

One of the big problems we had was with the interdisciplinary variable. We got zero on a lot of it, and this has to do with the way we reported our faculty because we didn’t include very many in the associated category. The view is that most of the faculty participates in the programs are core faculty. We only reported people who were -- and many came from different departments. But the faculty came from different departments, and we listed them. Core didn’t make a difference. 

MIT does view itself as very interdisciplinary in nature, and as I analyze other data like collaborations and research, the number of students from one department working with faculty in another department, students taking classes in different departments, I think that we could prove that we're pretty much every department has a high interdisciplinary element. 


The other is just the notion of what it means to be interdisciplinary. Does that mean you have to have a chemist and biologist working together or does it mean you have to have an inorganic chemist and an organic chemist working together? Because the view is very different from the departments because they have so many sub disciplines which are -- they work very separately for what we might in a big level like this not think of as interdisciplinary. They think as quite interdisciplinary.

And as everybody has talked about the faculty list produced a lot of angst. And I pointed out to them they were part of the construction of them, they approve them. But part of the problem was the time lag. And so the department chair at the time the list went in is often not the department chair now. The faculty had turned over quite a bit. The criteria were always interpreted the same. So the faculty list produced quite a lot of angst. 

So any additional -- if we do this again, I think we should pay close attention and keep it simple. I mean because one of the things was whether you were on a thesis committee if you recall, doctoral thesis committee. Well we have one department that's in mathematics -- you would think that it was MIT and Harvard were one department, right? Because half of the students at MIT’s thesis advisor is at Harvard and half of the ones at Harvard are down at our place all the time. 

So that's one problem. Who's the thesis adviser? Also we have quite a lot -- because we do a lot of research, many of our research supervisors, thesis supervisors are not faculty. They're research scientists. They may be at another institution altogether. So this becomes an element of discussion. Should we include them? Shouldn’t we include them? And then, of course, we have all these joint programs which are just wrack hell on the whole thing. 


So the faculty list is really the thing we spend a lot of time discussing and probably what Charlotte heard the most from MIT about. We wanted to change our faculty list. Some of the postulate indicators that were used in this study were student workspace, health insurance. And health insurance at MIT, it's included in the tuition. Everybody is self-insured. If you pay your tuition, you have health insurance. 

The number of student activities was -- you know, for the most part those are institutionally driven at a place like MIT. The departments have very little effect on those kinds of support mechanism. The international students, quality versus quantity, there are a lot of international students. Is that good or bad? And then the percentage of faculty with grants. In terms of comparative data, just having a grant is not what we care about. It's like how much money. How much money compared -- our people are like fixated on how much money other people are raising. What's the faculty productivity? They measure it in dollars. And so having a dichotomous variable in here of yes or no, is not useful for comparison's sake. They may be great for the simplified -- the analysis, but it's not useful comparatively. 

So MIT has a very well-established peer review program. We call it visiting committees. It's under the auspices of the corporation, and it's been going on since 1875. Pretty much every academic department, as well as, the dean for undergrad education, the dean -- he has a visiting committee come every two years. It's made up of 15 people. Some are alumni, some are members of the corporation, some are colleagues for other institutions, and some are people in industry, particularly in engineering. 


So we prepared -- and they come every two years. So my office prepares three reports for them. One is -- and many of them are trend reports, but we're incorporating a number of elements into those reports this year that we hadn’t before. One is rankings. And so we've been including NRC rankings, just the rankings. The other is faculty productivity, and those were elements that were used in NRC rankings, but we are using data from Academic Analytics. One, because we found that it's actually a little bit more comprehensive. 

I mean I have to say that I found myself in an advisory role with Academic Analytics. So MIT had an opportunity to do validity studies on the data not just from -- we looked at us because we could compare what we had, but we did it because we wanted to be sure that when we compare it with Stanford, we were really looking at comparable data. So we have a lot of confidence. It's also -- we've been using the 2008 data. We’ll soon we're using the 2009 data. So it's more comprehensive, and it's also more timely. 


For faculty and student diversity, again we don’t use the NRC data. We use data we get through the AAU data and IPEDS, and also the same with the PhD cohort analysis and time to degree which were important aspects of the NRC study, but we find because we can do it by zip code. The AAU will be probably better. 

Now, the AAU exchange was very much informed by the experience of the NRC. And then for research expenditures, I didn’t put it on these charts. We used the National Science Foundation data, and it is by discipline. But that allows us not only to look at the total amount of money that are brought in by programs that we can then -- that we can use, but also the distribution of funding. Because MIT -- I think Lawrence says it's 85% of all the research in this country is funded by National Science Foundation, the NIH, but that's not true in MIT. 

We have a large amount of money coming from the Department of Energy, Department of Defense. We have a lot of industry support, as well as -- NASA as well because of our physics program. So we like to look not only at the total amount of dollars but actually the distribution of sponsorship because that's a better comparison for what we want to know about our peers. 


So the conclusion, the faculty are really drawn to the rankings; and they're really drawn to the rankings. They want a rank. They absolutely want to rank, but they are also skeptical. Yeah, depending on how they do probably, but it has been a good catalyst for internal discussions, and that's why we're now including the cohort, the time to degree, and faculty productivity. I've been at MIT a long time, and I've been doing institutional research a long time. And it's only within the last four years that centrally we particularly cared about faculty productivity. 

We haven’t really thought about it centrally. I know they do in the departments, and they do -- they look at the faculty productivity there, but centrally we haven’t. But there are a number of reasons. One is that's used in this study, and other is the National Science Foundation, NSF project on Star Metrics that will be using faculty productivity as a way to evaluate the investment and research. We feel that we have to -- we have to know what people are looking at. We have to know what data about MIT they're looking at when they're evaluating us. So we just can't really ignore it. 

So the study is also advanced, so really a local understanding and the appropriate things to use. And again, there's great variation in faculty responses. So that's it. Thank you. 
Bruce Jacobs:
I'll be brief. Hearing the presentations this morning firmed up in my mind, this is a beginning. It's not an end. And we should look at what we've found and what we've been given as a first step towards going at a much better level of assessment and planning. 

Some themes. One was the involvement of other people from the university, from the president and provost on down to the departments on up, and that strikes me as something that has to be done carefully and thoroughly for the study to have an impact that will improve management and assessment of programs. Visiting committees also as what you mentioned. 

Another theme is that the data -- and the NRC data has in most cases been used, at least begun to be used in pair-wise comparison with other data that the institution and research people have. In other words, they're not taking NRC and saying, "This is it." They're taking NRC and saying, "Okay, how do we blend this with other information that we already have and proceed on that basis?”

Related to that, this adventure is clearly process that we've seen the first round. Some of you have gotten the second rounds and third rounds and I know I've experienced some limitations in the first and second round at Rochester that are challenges right now. 

Another theme -- and this is a simple way to put it. The ranges of rankings do not provide enough information. They don’t provide enough information, for that thirst for the rank. They don’t provide enough -- on their own enough information on why the range of rankings is there go down -- drill down to the data. But I've noticed -- I have a suggestion for you. One, we'll have a little fun. Get on the web, go to a school and Google NRC, and you will see dramatic differences what was and wasn’t done and we see some of them sitting here in the room. 

Let me start out with Harvard -- I almost did something shameful, but I still like the degrees. I'm not complaining too much. What Harvard did -- and there is another prominent Ivy League school that did something similar, was to say something -- to calculate something which is absolutely true but also misleading. What they did was for each of their programs range of rankings was to look. Did the range of rankings include number one, and then they count the number of programs that included number one. Perfectly reasonable to do, can't argue with the understanding of the number on the part of the institution, but the impression that it makes is just very, very misleading. So that’s on the one.

On the other hand, you have Stanford which had announced -- Patti Gumport had announced beforehand that Stanford doesn’t much care about specific rankings. They’ve needed this information over time to help them stay in the programs. Janet Weiss at Michigan -- correct me -- did something quite similar to that. 

So you did have a wide range from sort of pouncing on the data and issuing a press release about what they said back to the "Well, we'll think about it. This is important, and would go forward.” MIT when I Googled it, correct me, Lydia, simply had the chart of ranges of rankings. That's all. I mean there was some discussion, but there wasn’t a statement that this was the final understanding of what the data said. Right. Okay. So you had this pretty wide distribution of how the data were handled, and I found that most interesting and revealing. 


Another pattern that’s run throughout these presentations has been the focus on the individual variables. Right? There were different sets of them chosen by eight schools, but it’s pretty widespread as a pattern of behavior to go to the individual variables because they are more understandable and easier to communicate externally and internally. A little problem is, and I think one of our people pointed out, that however nice the precise number of publications per faculty appears, and we can look at it more easily interpreted ways; the fact to the matter is, as Jerry pointed out, that was a one number at one time and it appeared this way. 

So in some sense it's deceptive for ourselves to say, "Well, that's how many citations per publication our faculty in chemistry has." That's also a one-shot deal with uncertainty around it. But it's a lot easier to talk about than it is to talk about the range of rankings, and along the way I've said to colleagues here and elsewhere, “Tell me a sentence, one sentence that will answer and satisfy the inquiry that we've gotten from officials above and below us. How are we doing?” One sentence and it's got to communicate an understanding that people have and with the exception of those at the very top with narrow ranges of ranking. It's very, very difficult. 

I said to the Academic Affairs Committee that NRC from the beginning wanted to make it difficult to say one program was better than another, and they succeeded beyond their wildest dreams. 


Finally, one other way this is a beginning is we have a very rich data set here, and it's going to be in sequence released, and there is a lot of interesting research like it can be done with these data. I did a paper 2002. I sent it to Charlotte, Deb Stewart at CGS, and it was kind of a folksy "Well, you know, I really think about where we place our students." And it turns out that looking at the students who were -- faculty members of top schools and taking into account the number of students a program produces, that ratio, is a very, very nice way to get another angle and fix, and it turned out -- and Charlotte will reinforce -- it turned out to be independent of many of the other objective measures, predictive of reputation. Hear your people out there. There's no greater respect that Harvard couldn’t have for a program than hiring and tenuring the products of that program. So I've talked to Jim. I hope we'll get that data pretty soon, but I just use this as a simple example of the kinds of things that we're going to be able to do with this very large and complex data set. And they go far beyond rankings. 


I think that was the main goal from the beginning, and that's the way we are now. Thank you. 
Suzanne Ortega:
Charlotte, we're getting close to running out of time, but I think we want to take the opportunity to entertain at least a few questions from those who were here with us, as well as, from those who are listening online. And it looks like we might have one from someone listening online, but we'll start here. No, no, we'll start here. 
Casey Redd:
Hi. My name is Casey Redd, and I just really wanted to make a comment. And that is when I first saw the NRC grad rankings variables that it was collecting, I was a PhD student at Columbia in the sciences, and I was really quite pleased with all the variables that got at the quality of life of a graduate student. So things like student workspace and health insurance. Those were of interest to me not -- well, to be accurate, not of interest to me but to my humanities PhD students who had to worry about not having health insurance during the summer or not having carrel space in the library. So I would hate to see the NRC lose some of those sort of questions that get more the quality of life for graduate students. 
Suzanne Ortega:
Thank you. Do any of the panels want to comment? I think the answer is, amen. 

Participant:
We have a question from the web. This is from Ben Dunn, distinguished professor of biochemistry and molecular biology from the University of Florida. "How does suspending graduate enrollment help a department to improve to the point where it would allow to begin taking students again?"
Suzanne Ortega:
Lawrence, I think you raised that issue. 

Lawrence Martin:
The answer is it does not. It simply -- if you don’t have the faculty resources to give first-class training to students now, the question is should you wait until you do before you bring more students in. And unfortunately, many of us are experiencing a time when even if we all wanted to say, "Let's strengthen our weaker programs and bring them up to the level of quality we want," we don’t have the resources, and frankly we're starting to worry a lot about having the resources to maintain the excellence where it already exists. 


So it is not designed to make a program better. It's what do we do as responsible educators if we have weak programs that are probably not in a position to provide the best quality of doctoral training to incoming students. Should we continue to bring them in and hope for the best or should we wait until we can strengthen the program to a level of quality that we think is appropriate?
Suzanne Ortega:
Thank you. 

Participant:
I'm Fareja Huff from UC San Francisco. I think -- I would share with you the same skepticism that others have stated about the ranking not being clear-cut which most of the faculty wanted to hear and our provost wanted to hear. But I think there is one issue that we neglected to state this morning, and that is that the data set will be actually very valuable for the students. 

As far as the individual rankings are concerned, as far as the individual variables are concerned, I tend to think that the students, that the data set should be marketed to the students by the individual schools, and that the students may ask the question whether specific variables might impact on them, for example; how much diversity is there in the program, how much money does the program have, how much publications come out of each program. 

So I think we tend to look at the -- should look at the other side of the coin also which is concentrate on the students as well. 
Suzanne Ortega:
I think that might be the theme of one of the earlier question suggesting variables of interest. I am curious and, Charlotte, maybe you have a response to this, but I am curious for my colleagues. If folks, in this admission season as we're sort of finalizing our next cohorts of graduate students, are receiving any feedback from applicants or those who are seeking to turn into a matriculant about if or how they have used NRC data yet or their understanding as reflected through graduate school websites to impact their decisions?
Participant:
I just want to add one more piece of information which is at the same time as we put these data up in September, we made them available on the web to Phds.org which is a much more student-friendly platform where students can choose the variables that are important to them and create their own rankings. And I haven’t heard a lot about what's happened out of that, but the opportunity is certainly there, and we really did want to make it available to students to help them decide. 
Suzanne Ortega: 
It would be an interesting experiment, if only anecdotal, as we go through the process of seeking to understand the reasons why the students we want to come, fail to come to our universities, and we try to get more data on how we increase our yield to ask what role, if any, our data, such as those produced by NRC, have in and influencing program choice, a challenge to my graduate dean colleagues. 


We probably have time for one more question if there is one. Seeing none, I'd like to thank my colleagues for a very informative panel. 
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